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A B S T R A C T   

Automated classification of dementia stage using imaging will be useful for clinical diagnosis and the classifi
cation accuracy will be biased for highly imbalanced samples in each class. Hence, we propose a novel approach 
using transfer learning-based structural significance (TLSS) for the classification of cognitively normal controls 
(CN), mild cognitive impairment (MCI) and Alzheimer’s disease (AD) patients based on white matter Gaussian 
diffusion (tensor) indices and non-Gaussian diffusion (kurtosis) indices. The structural T1-weighted magnetic 
resonance imaging and diffusion images were taken from ADNI dataset with 44 CN, 84 MCI and 22 AD patients. 
We estimate the regional Gaussian diffusion indices such as tensor fractional anisotropy (TFA) and mean 
diffusivity (TMD) as well as non-Gaussian diffusion indices such as kurtosis fractional anisotropy (KFA) and 
kurtosis mean diffusivity (KMD) in white matter regions. Further, we build transfer learning model using various 
balanced classifiers with structural expansion reduction (SER) and structure transfer using threshold (STT) and 
ensemble of majority voting of both SER and STT algorithms. We build two models by training the source model 
using kurtosis indices, refine the model on target tensor indices and vice versa. Transfer learning model using 
balanced random forest classifier was able to classify and predict all the groups with an overall accuracy about 
0.79 using ensemble of SER and STT forests rather than individual algorithms (SER and STT). Our results 
conclude that the proposed model using kurtosis indices as source model classified and predicted with accuracies 
of 0.96, 0.72 and 0.7 in classifying CN vs AD, CN vs MCI and AD vs MCI respectively. To conclude, the proposed 
approach has improved the classification accuracy and its potential applicability for imbalanced data sample 
datasets.   
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1. Introduction 

Dementia is a progressive decline in cognitive functioning such as 
memory, attention, language, and problem solving due to cortical 
cellular damage or neuro-degeneration in the brain when compared to 
healthy aging. Early detection of dementia stage will be helpful for 
efficacious treatment as delayed therapy will not be helpful in arresting 
the disease progression. Various structural magnetic resonance imaging 
(sMRI), diffusion-weighted imaging (DWI) and functional MRI (fMRI) 
techniques are available. However, diffusion tensor imaging (DTI) is a 
unique method to track the fiber pathways of anisotropic water diffusion 
in white matter (WM) neural fibers such as nerve, spine or brain. The 
water diffusion is sensitive to the underlying tissue microstructure that 
provides DTI of assessing the orientation and integrity of these neural 
fibers, which may be useful in several neurological disorders [1]. DTI is a 
Gaussian diffusion model (k = 0) for fluid and diffusion kurtosis imaging 
(DKI) is a non-Gaussian diffusion model for biological tissues which are 
characterized by a positive diffusion kurtosis (k > 0); whereas the latter 
shows potential in understanding of microstructure alternations in AD 
[2]. Quantitative indices will be more helpful rather than qualitative 
imaging and hence automated machine learning or deep learning (DL) 
models can be beneficial to improve classification accuracy. 

DKI has been recently reported as a biomarker in classifying cogni
tive normal controls (CN), mild cognitive impairment (MCI) and Alz
heimer’s disease (AD) [3–5]. Few studies have reported distinct patterns 
of microstructural WM abnormalities in MCI and AD groups [6,7] 
including divergent topological networks in AD patients [8]. In addition, 
the WM integrity using tractography studies showed alterations in AD 
and MCI individuals [9,10,11]. Recently, a DTI study has been proposed 
to classify MCI and AD using WM integrity indices based on convolu
tional neural networks (CNNs) [12]. 

Several sMRI studies have been proposed using gray matter (GM) 
changes using tensor morphometry [13], independent component 
analysis [14] including DL classifiers using single slice sMRI [15] and 
cortical thickness features [16]. Recently, sMRI features such as gray 
matter density and local gyrification indices were derived and used the 
radial basis kernel-based support vector machine (SVM) classifier in 
classifying MCI, AD and CN [17]. A recent sMRI study using attention- 
guided deep-learning framework was proposed to extract multi-level 
discriminative stable MRI features for dementia diagnosis [18]. 

The multimodal imaging approaches have been proposed using 
sparse hierarchical extreme learning [19], sMRI and positron emission 
tomography (PET) studies [20]; multimodal fusion with DL [21–23]. 
Various DL-based fMRI studies have been proposed for early AD and MCI 
diagnosis [24], static and dynamic functional brain networks [25] 
spatiotemporal modeling and brain network hub detection [26,27]. A 
study using invariant and hierarchical features based on CNN on sMRI 
and resting state fMRI data [28]. Also, various DL methods using PET 
imaging [29] in classifying Parkinson’s disease related dementia from 
AD patients including several PET studies in classifying CN, MCI and AD 
patients [30–33]. However, the main limitation of PET imaging is 
invasive and mainly dependent on glucose metabolism but reliability on 
PET studies for classifying MCI and CN is very less. 

DL methods have been proposed to classify MCI and AD using elec
troencephalography (EEG) [34], brain asymmetry in the brain hemi
spheres of AD and MCI using deep Siamese neural networks [35], 
ensemble-based classification [36]. A study has been proposed using 
random forest feature selection and deep neural network classification 
strategy based on fuzzy logic learning on a mixed cohort including 
healthy and AD individuals [37]. A CNN model based on hippocampus 
[38], a classifier based on multiple cluster dense CNNs [39], CNN based 
approach based on cortical volume, surface area and cortical thickness 
features [40]. However, these DL models show good accuracy but they 
are black-box models meaning that they are complex systems and not 
able to interpret and identify the features. Also, DL models require huge 
training data, balanced samples in all groups which is a bottleneck in 

medical imaging. 
DTI tractography studies have showed significant decrease in frac

tional anisotropy (FA) of bilateral uncincate fasciculus and significant 
increase in radial diffusivity (RD) of left uncinate fasciculus with AD 
progression [41], increase in FA is found in crossing-fiber regions in MCI 
and AD and increase is due to the degeneration of secondary fibers in 
superior longitudinal fasciculus [42]. WM abnormalities have been 
noticed using ROI-based tractography [43], constrained spherical 
deconvolution approach [44] and disruption of WM integrity in CN, MCI 
and AD [45,46]. However, there are few issues in tractography about the 
curvature overshoot, termination, connection density and gyral biases 
and crossing-fiber issues. 

To resolve the above limitations, we propose transfer learning-based 
structural significance (TLSS) and compare three algorithms such as 
structural expansion reduction (SER), applying structure transfer using 
thresholding (STT) and ensemble of both SER and STT forests (MIX) by 
training source model and refine it on target model with these three 
algorithms to classify CN, MCI and AD patients. 

2. Methods 

2.1. Image acquisition 

The study included ADNI participants with 44 CN, 88 MCI and 23 AD 
patients and the demographic details are given in Table 1 along with the 
statistical significance (p < 0.05) between the groups using t-test in stats 
package python. All subjects underwent MRI brain scanning on 3 
different scanners GE medical systems, Philips and Siemen scanners at 
different sites across North America. Structural T1-weighted anatomical 
scans were acquired using spoiled gradient echo sequences with 256 ×
256 acquisition matrix; voxel size = 1.2 × 1.0 × 1.0 mm3; inversion time 
(TI) = 400 ms; repetitive time (TR) = 6.98 ms; echo time (TE) = 2.85 ms; 
flip angle = 11◦. The diffusion-weighted images (DWI) were acquired 
with multi-shell diffusion protocols using 256 × 256 matrix; voxel size 
= 2.0 × 2.0 × 2.0 mm3; TR = 9000 ms; scan time = 9 min including 127 
DWI volumes with 13 no diffusion sensitization b0 images and 48 b1 =

1000 s/mm2, 60 b2 = 2000 s/mm2 (and excluded six b = 500 s/mm2) 
[47]. All the T1-weighted MR and DWI images were checked visually for 
quality assurance to exclude scans with excessive motion and/or arti
facts. We excluded 4 MCI and 1 AD subject scans due to poor visual 
quality and artifacts. Detailed protocols are available at https://adni. 
loni.usc.edu/methods/documents/mri-protocols/. 

Table 1 
Demographic details of the study participants.  

Group CN MCI AD CN vs 
MCI (p- 
value) 

MCI vs 
AD (p- 
value) 

CN vs AD 
(p- 
value) 

Sample size 
(n) 

44 84 22 — — — 

Age (in 
years) 

72.7 
± 5.9 

74.1 
± 7.4 

75.8 
±

10.0 

0.531 0.765 0.513 

Sex (M/F) 22 
/22 

50 
/34 

14 /8 — — — 

Education 
(in years) 

16.6 
± 2.7 

16.2 
± 2.4 

15.0 
± 3.0 

0.368 0.663 0.873 

MMSE 28.9 
± 1.3 

27.9 
± 1.5 

23.2 
± 1.7 

9.58E-4 2.02E-23 1.61E-23 

ADAS-cog 
score 

5.6 ±
3.0 

8.7 ±
4.1 

18.9 
± 7.6 

2.53E-5* 1.63E- 
14* 

2.05E- 
15* 

CDR-(sum of 
boxes) 

0.03 
± 0.1 

1.38 
± 0.7 

4.96 
± 1.4 

3.19E-23 4.01E-31 1.81E-31  

* ADAS-cog score is available for CN = 41, MCI = 78 and AD = 20. Bold are 
significant (p < 0.05). 
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2.2. Pre-processing 

For each subject, all raw DWI volumes were aligned to the average b0 
image DTI volume with no diffusion sensitization using the FSL eddy_
correct tool (https://www.fmrib.ox.ac.uk/fsl) to correct for head motion 
and eddy current distortions. Anatomical T1 scans were performed for 
intensity inhomogeneity normalization using the Montreal Neurological 
Institute (MNI) nu_correct tool (https://www.bic.mni.mcgill.ca/softw 
are/). Non-brain tissue was also removed from the anatomical T1 MRI 
and DWI images using the Brain Extraction Tool (BET) from FSL [48]. 
Skull-stripped volumes were visually inspected to avoid distorted or 
motion artifact images. To correct for echo-planar imaging induced 
susceptibility artifacts, which can cause distortions at tissue–fluid in
terfaces, skull-stripped b0 images were linearly aligned (FSL flirt12) and 
then elastically registered to their respective T1-weighted anatomical 
MRI scans. Skull-stripped anatomical T1 images were non-linearly 
registered to a ICBM-152 T1 template using FSL flirt and warp the 
ICBM-152 template on to b0 DTI space using FSL_fnirt and then apply 
inverse warping to transform to native space [49]. We performed 
resampling of DWIs using B-spline interpolation. The resulting 3D 
deformation fields were then applied to the remaining all DWI volumes 
prior to estimating diffusion parameters using the DTI model. Finally, 
DTI images were non-linearly registered to ICBM template for WM 
segmentation, generate the scalar averaging of FA and MD maps and 
perform TLSS to find the significance between the groups. The entire 
preprocessing steps were shown in Fig. 1. 

The predicted signal (S) relative to baseline signal (S0) during 
application of Gaussian diffusion-sensitizing gradients can be expressed 
as. 

S/S0 = e− bA (1)  

where A is apparent diffusion coefficient and b is scalar defining the 
strength of diffusion gradients. 

Diffusion kurtosis tensors are extracted from diffusion tensors using. 

S = S0e− bD+b2D2K/6 (2)  

where D is the diffusion tensor and K is the kurtosis tensor. 
DTI maps were generated using a single diffusion tensor or ellipsoid 

model [50] at each voxel in the brain from the eddy- corrected and echo 
planar imaging-corrected DWI scans using FSL dtifit, and obtained the 
diffusivity maps and scalar anisotropy from the resulting diffusion 
tensor eigenvalues (λ1, λ2, λ3) which confines the length of the longest, 
middle, and shortest axes of the ellipsoid in which λ1 is axial diffusivity 
(AxD), average of λ2 and λ3 is radial diffusivity (RD) and average of λ1, λ2 
and λ3 is defined as λ, mean diffusivity (MD) and FA defines the degree of 
anisotropy, a value between 0 (isotropic) and 1 (anisotropic) which is 
given by. 

FA =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3(λ1 − λ)2

+ (λ2 − λ)2
+ (λ3 − λ)2

2
(
λ2

1 + λ2
2 + λ2

3

)

√

(3) 

Diffusion kurtosis tensors are extracted from diffusion tensors using. 

lnS(b, n) = ln(S0) − b
∑

ij
ninjDij, +

b2λ
6

∑

ijkl
ninjnknlKijkl (4)  

where S0 is signal without diffusion weights, n is normalized direction 
unit vector, D is diffusion tensor, K is kurtosis tensor, λ is mean diffu
sivity and b is scalar defining the strength of diffusion gradients. For any 

Fig. 1. Preprocessing steps for structural MRI anatomical T1 image using bias field correction, skulled stripping, apply affine non-linear registration on skull-stripped 
T1 anatomical image on ICBM template; Preprocessing steps for DWI imaging: distortion and eddy current correction, resampled DWIs using B-spline interpolation, 
average b0 image from non-directional b0 images, tensor estimation, ICBM template registration to DTI in identical geometric space, normalization of DTI and 
compute scalar average FA and MD maps; and finally perform TLSS analysis. 
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arbitrary direction*, directional diffusion tensor and diffusion kurtosis 
are given by. 

D(n) =
∑

ij
ninjDij* (5)  

K(n) =
λ2

D(n)2

∑3

i=1

∑3

j=1

∑3

k=1

∑3

l=1
ninjnknlWijkl* (6) 

The average diffusion tensor and kurtosis are measured by inte
grating across all directions d(n) [51] using. 

D(n) =
1

4
∏

∫

d(n)D(n) (7)  

K(n) =
1

4
∏

∫

d(n)K(n) (8) 

For white matter diffusion k = 1 will be considered. The DKI 
approach is an extension of the DTI, which has 9 parameters in total and 
only 6 parameters due to symmetry, whereas the full DKI model has 21 
parameters in total: 15 independent parameters from the kurtosis model 
including 6 parameters from the original DTI model. The scalar diffusion 
kurtosis indices are calculated from these parameters using 3D rota
tional invariant similar to the diffusion indices in DTI and detailed 
mathematical calculation of the kurtosis indices was given in [52]. Then 
smoothening was done with a 3-mm full width at half maximum 
Gaussian kernel on motion-corrected diffusion data to generate DKI and 
fit to the diffusion kurtosis tensor model. Diffusion and kurtosis tensors 
are extracted using DiPy software [53,54]. In addition, direct linear 
squares will be used to evaluate diffusion tensor fractional anisotropy 
(TFA), and diffusion tensor mean diffusivity (TMD), kurtosis fractional 
anisotropy (KFA) and kurtosis mean diffusivity (KMD) by integrating 
across all the directions. The entire workflow of the proposed method
ology is shown in Fig. 2. 

2.3. Transfer learning-based structural significance 

We have developed a transfer learning-based structural significance 
(TLSS) method using three different algorithms such as SER (Structural 
Expansion and Reduction), structural expansion of leaves and Recursive 
over child nodes). (Refer supplementary file algorithm 1), STT 
(Structural Transfer using Thresholding), refit thresholds using Gini 
coefficient (or index) until node impurity no longer decrease (Refer 
supplementary file algorithm 2) and MIX (is a simple majority voting 
applied over all decision trees transferred by either SER or STT methods 
(Refer supplementary file algorithm 3). We used Gini coefficient, the 
statistical measure of dispersion to identify significant differences be
tween two groups (0 refers to no differences and higher score, 1 

represents highly different). We evaluated these three algorithms with 
Gaussian diffusion features as source and non-Gaussian diffusion white 
matter indices as target and vice versa. Initially, we generate all the 
average tensor and kurtosis FA and MD maps among all the groups. We 
train these TFA and TMD features as source model and refine the target 
kurtosis model and similarly KFA and KMD features as source model and 
refine the target tensor model. 

Since there is imbalance in the samples among all the groups, 
balanced random forest (BRF) considers equal samples from all the 
groups in training and rest will be assigned to test dataset. To handle 
imbalance class samples, currently existing methods are random over
sampling using synthetic minority oversampling technique, SMOTE [55] 
and undersampling classifiers like balanced bagging, easy ensemble and 
RUSBoost [56]. Since we have imbalance samples among three different 
groups such as CN, MCI and AD, the advantage of transfer learning using 
the balanced ensemble methods such as decision trees, random forests 
[57] for the feature selection obtained from the source (train) model and 
refine the features on target model to improve accuracy [58]. Also, the 
advantage of BRF [59] gives good balanced accuracy in classification 
due to unequal or imbalance in the sample size across groups rather than 
random oversampling and undersampling classifiers. We have imple
mented the BRF classifier using the imblearn package in python. Unlike 
traditional methods, where the models are over fitting to majority 
sample groups and the prediction results will be biased towards the 
majority class. However, BRF classifier considers equal sample size for 
training data among all the groups and hence the model does not overfit 
while testing which further improves the classification accuracy. 

2.4. Hyperparameter optimization 

Hyperparameter optimization will be helpful in learning and fine 
tuning the model by varying across different parameters [60]. The best 
hyper parameters for BRF classifier using grid search are number of 
estimators = 120, criteria = gini, max_depth = None, min_samples_split 
= 2, min_samples_leaf = 2, min_weight_ fraction_leaf = 0, max_features 
= auto, max_leaf_nodes = None, min_impurity_decrease = 0.0, boot
strap = True, oob_score = False, sampling_strategy = auto, replacement 
= False. We then measured performance indices for imbalance dataset 
such as balanced accuracy (average of recall obtained for each class) and 
geometric mean (square root of product of specificity and sensitivity) 
and F1-score being the harmonic mean of precision and recall using the 
formulae given below. 

Specificity (or TNR) = TN/ (FP+TN) (9)  

Precision = TP/ (TP+ FP) (10)  

Sensitivity or Recall (TPR) = TP/ (TP+FN) (11) 

Fig. 2. Workflow of proposed transfer learning approach: generation of the diffusion tensor and kurtosis FA and MD from DWI images and train these tensor feature 
maps as source, kurtosis maps as target and vice versa using balanced classifiers to classify CN. MCI and AD patients. 
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Accuracy = (TP+TN)/ (TP+TN+ FP+FN) (12)  

F − score = 2*TP/ (2*TP+FP+ FN) (13)  

Geometric Mean = (Specificity*Sensitivity)1/2 (14)  

where TP, FP, TN, FN are true positives, false positives, true negatives 
and false negatives respectively. 

3. Results 

The TLSS analysis for both tensor and kurtosis indices showed 
changes in various brain regions. Our TLSS model using tensor features 
(TFA and TMD) as the source and refined on target DKI, and kurtosis 
features (KFA and KMD) as source model and refine on target DTI were 
reported in Table 2 and Table 3 respectively. Our TLSS model analysis 
showed various brain regions that were highly significant different be
tween the groups using the Gini coefficient between 0.9 and 1. From our 
results, we noticed that DTI as source model has fewer more regions 
significant than DKI as source model. Then we evaluated the TLSS model 
using SER, STT and MIX algorithms by considering TFA and TMD fea
tures as source model and refine on the target DKI model and compared 
various classifiers. Further, we evaluated the TLSS model using SER, STT 
and MIX algorithms by considering KFA and KMD features as the source 
model and refined on the target DTI model and compared various 
classifiers. The kurtosis as source model for MIX features using BRF 
classifier gives some common features from tensor as source model. We 
evaluated and compared all the three SER, STT and MIX algorithms 
using BRF classifier and achieved the highest performance for kurtosis as 
source and tensor as target rather than tensor as source and kurtosis as 
target. The area under the curve (AUC) for the source as kurtosis indices 
and target as tensor indices model; source as tensor indices and target as 
kurtosis indices using the best model (BRF classifier) are 0.81 and 0.7 
respectively. Furthermore, we noticed that the overall accuracy and 
geometric mean scores were better for kurtosis indices than diffusion 
indices model. From comparison of all the model results, we noticed that 
TLSS model with MIX method using source as DKI and target as DTI 
features achieved the highest overall accuracy and geometric mean and 
outperformed the other methods SER and STT for 5-fold cross-validation 
as given in Table 4. 

Usually for imbalance class samples, balanced accuracy, F1-score 
and geometric mean were considered as performance indices. 
Balanced accuracy of 0.79 and geometric mean of 0.78 using BRF clas
sifier was obtained for kurtosis indices as source model and tensor 

indices as target and the classification accuracies of CN vs AD, CN vs MCI 
and CN vs MCI are 0.96, 0.72 and 0.7 respectively. The balanced ac
curacy of 0.73 and geometric mean of 0.72 was achieved for tensor 
indices as source model and kurtosis indices as target and the classifi
cation accuracies of CN vs AD, CN vs MCI and CN vs MCI are 0.86, 0.7 
and 0.63 respectively. The receiver operating characteristic (ROC) plot 
infers the tradeoff between false positive rate on x-axis and true positive 
rate on y-axis at different thresholds showing the area under the curve as 
a performance measure. The ROC plots were shown for CN, MCI and AD 
using one vs rest (one group as TPs versus other groups as TNs) and 
predict FPs and FNs using the best model. We found that MIX_BRF is the 
best model for source DTI and target DKI as well as source DKI and target 
DTI were shown in Fig. 3 (A) and (B) respectively. 

4. Discussion 

Several diffusion imaging studies reported brain regions in classi
fying normal aging, MCI and AD using tract-based spatial statistics 
(TBSS) [61,62] and tract-based network connectivity [63]. Our results 
are also consistent with these studies that reported the changes in the 
hippocampal region of cingulum, splenium of corpus callosum. Our re
sults were consistent with a DKI study that reported splenium of corpus 
callosum and corona radiata regions involvement in classification of 
MCI and AD [64]. Our BRF classifier also identified these regions and 
our results are consistent with TBSS and ROI tractography approaches. 
Recently, various feature selection methods such as low-level features 
(LLF) and SAE-learned Feature representation (SAEF) using DL have 

Table 2 
Diffusion tensor regional changes using TLSS and comparison in various groups.  

CN vs AD Gini Index CN vs MCI Gini Index MCI vs AD Gini Index 

L&R FX/ST 0.98, 0.93 L&R HC 0.98, 0.94 L&R FX/ST 0.98, 0.92 
Left HC 0.97 Left SCC 0.96 Left HC 0.98 
Left TAP 0.96 Left TAP 0.94 Left ACR 0.97 
L&H SCC 0.96 L&R FX/ST 0.93, 0.91 Left SFO 0.96 
Left BCC 0.95 Left ACR 0.92 Left SCC 0.95 
Left SFO 0.95 Left SLF 0.91 Left TAP 0.94 
Left ACR 0.94   Left PTR 0.94 
Left PTR 0.94   Left BCC 0.94 
Left CP 0.93   Left SS 0.93 
Left SS 0.93   Left GCC 0.93 
Left SCR 0.93   Left UNC 0.93 
Left IFO 0.92   Left CP 0.92 
Left UNC 0.92   Left ALIC 0.92 
Left PCR 0.92   Left RLIC 0.91 
Left GCC 0.92   Left CST 0.91 
Left SLF 0.92   Left EC 0.91 
Left CST 0.92   Left SLF 0.91 
Left EC 0.91     
Left RLIC 0.91     
Left ALIC 0.91      

Table 3 
Diffusion kurtosis regional changes using TLSS and comparison in various 
groups.  

CN vs AD Gini Index CN vs MCI Gini Index MCI vs AD Gini Index 

Left HC 0.98 Left HC 0.98 Left HC 0.98 
L&R FX/ST 0.98, 0.92 L&R SCC 0.97, 0.91 L&R SCC 0.98, 0.92 
L&R SCC 0.97, 0.91 L&R FX/ST 0.96, 0.93 Left FX/ST 0.97 
Left BCC 0.96 Left SLF 0.95 Left SLF 0.96 
Left PTR 0.95 Left PCR 0.94 Left ACR 0.95 
Left SLF 0.95 Left ACR 0.92 Left BCC 0.95 
Left ACR 0.94 Left EC 0.91 Left PCR 0.94 
Left UNC 0.94   Left PTR 0.93 
Left PCR 0.93   Left UNC 0.92 
Left SCR 0.93   Left EC 0.92 
Left EC 0.92   Left IFO 0.91 
Left IFO 0.91      

Table 4 
Comparison of performance indices for source and target models with different 
methods using random oversampling and undersampling classifiers.  

ML Classifier 
Source: DKI; 
Target: DTI 

Overall 
Accuracy 

Specificity Sensitivity F1- 
score 

Geometric 
Mean 

STT_BRF  0.7  0.72  0.71  0.65  0.7 
SER_BRF  0.67  0.66  0.68  0.62  0.66 
MIX_BRF  0.79  0.81  0.78  0.7  0.78 
Balanced 

Bagging  
0.69  0.67  0.6  0.68  0.68 

Easy Ensemble  0.69  0.68  0.7  0.65  0.7 
SMOTE_KNN  0.7  0.71  0.69  0.61  0.7 
RUSBoost  0.69  0.71  0.6  0.61  0.69 
Source: DTI; Target: DKI 
STT_BRF  0.63  0.64  0.62  0.59  0.62 
SER_BRF  0.62  0.61  0.63  0.6  0.62 
MIX_BRF  0.73  0.74  0.71  0.64  0.72 
Balanced 

Bagging  
0.59  0.58  0.59  0.56  0.58 

Easy Ensemble  0.6  0.6  0.61  0.58  0.6 
SMOTE_KNN  0.61  0.61  0.61  0.59  0.61 
RUSBoost  0.62  0.61  0.6  0.59  0.62  
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been proposed in classifying AD/CN, MCI/CN and MCI/AD by 
combining MRI features from GM volumes and PET features as mean 
signal intensities [65], latent features using stacked autoencoder 
approach [66] and sparse multi-task learning [67]. 

Although the DL models showed good classification accuracy, these 
models are black-box models and not able to predict the regions 
responsible for the pathological changes. In the case of multimodal 
studies, the same number of samples in each group for all modalities are 
not available and hence difficult to train DL models due to less samples 
data. Hence most of these DL models used to generate the synthetic 
samples using data augmentation techniques like generative adversarial 
network and hence not feasible for clinical utility due to the lack of 
diverse samples. Also, there will be issues in image decomposition using 
fMRI and sMRI data. 

The limitations of diffusion tractography are tackling the curvature 
overshoot, termination, connection density and gyral biases and false 
positive errors that are produced in conventional or raw tractography 
algorithms and require correction methods. Also, there exist many other 
possible manifestations of such biases and errors, traverse part of one 
bundle and part of another, producing trajectories that are not present in 
the underlying structure [68]. The ill-posed nature of streamline ter
minations has been addressed by utilizing anatomical reference data to 
impose relevant prior information using Anatomically Constrained 
Tractography (ACT) and similar kind of framework to handle streamline 
tractography and termination [69–71]. The number of structural 
connection trajectories were consistent between the number of such 
reconstructed connections with the density of those underlying fibers (i. 
e., the actual number of axons in a white matter region) [72]. Gyral bias 

is basically the termination ends at gyri rather than sulci [73,74]. The 
source of the gyral bias is multifactorial, such as the complexity of axon 
arrangement at the junction of cortical grey matter and superficial white 
matter [75]. The partial volume effect from the limited MRI spatial 
resolution introduces difficulties in distinguishing complex fiber con
figurations based on the reconstructed fiber orientation distributions 
and it can be avoided by increasing the resolution of the images. 

Recent studies suggested that performance of filtering methods can 
be significantly boosted by combining knowledge- and data-driven stra
tegies. These new formulations [76,77] allow taking explicitly into ac
count two fundamental assumptions about the connections in the brain: 
(i) fibers are naturally organized in bundles [78] and (ii) number of 
bundles should be low to minimize the overall wiring cost [79]. In 
addition, manual inclusion of the regions-of-interest (ROIs usually 
chosen in the gray matter cortical and subcortical structures) to define 
constraint where the streamlines should terminate in WM, define where 
the streamlines should pass, and exclusion ROIs are placed in other re
gions to exclude undesired streamlines [80,81]. Manual streamline se
lection is considered to be the gold standard to delineate anatomical 
fiber tracts in tractography especially in clinical utility for presurgical 
white matter mapping in tumor patients in which tumor or lesion can 
largely displace the WM fiber tracts. 

There are few challenges involved in DKI like estimation of a large 
number of parameters and also very sensitive to the noise or artefacts. 
Since the non-Gaussian components of the diffusion signal are more 
sensitive to artefacts [82], it might be favorable to suppress the effects of 
noise and artefacts before diffusional kurtosis fitting. Noise in the im
aging datasets were suppressed using denoising algorithms like PCA 
[83], Gibbs ringing artefacts were attenuated using a sub-voxel Fourier 
transform shifts [84] to provide optimal performances for DKI [85,86]. 

The main advantages of the proposed method over existing methods 
were firstly, low feature dimensionality derived on diffusion tensor and 
kurtosis features compared to structural T1-weighted and functional 
imaging modalities. For instance, where one modality has many more 
features than another (or has variation on a much larger scale), classi
fication algorithms trained on concatenated features may produce pre
diction models that effectively ignore the other modalities. Secondly, the 
misregistration error of 3D MRI and PET imaging as well as image 
decomposition issues on structural MRI to 4D fMRI data. Thirdly, most 
of the DL-based imaging studies do not report handling of imbalanced 
samples in each group and usually perform data augmentation tech
nique using random combinations of intensity variation, rotation, 
translation, horizontal and vertical flipping methods to avoid model 
overfitting or underfitting. In this study, we developed an approach to 
handle imbalanced data samples and avoid model overfitting or 
underfitting. Lastly, the proposed method is knowledge- and data-driven 
approach and hence may be applicable to the other modalities as well. 
However, there are few limitations in our study. Firstly, the prediction of 
disease progression or conversion back or stable over time (longitudinal 
data). Also, DKI requires huge computational power which is expensive 
and complex for estimation of parameters. In particular, our model re
quires more than 3 nodes (or regions) for branching and implementation 
of SER and STT algorithms. Current understanding of imaging bio
markers for AD are limited for clinical utility and hence needed novel 
imaging methods to overcome the current limitations. Thus, transfer 
learning model have achieved good classification accuracy for imbal
anced data samples and can be helpful for AD diagnosis. 

5. Conclusions 

We developed a transfer learning-based structural significance 
approach by training with source model and refine it on target model. 
Transfer learning using three algorithms with kurtosis KFA and KMD as 
source model and refined on target model TFA and TMD showed good 
performance. From this study, we conclude that the transfer learning 
using a balanced random forest classifier with MIX algorithm for source 

Fig. 3. ROC plots for one vs rest using the best model MIX_BRF for (A) Source 
DTI and Target DKI; (B) Source DKI and Target DTI. (class 0: CN; class 1: MCI 
and class 2: AD). 
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as kurtosis indices and target as tensor indices achieved the best overall 
accuracy of 0.79 when compared to existing methods, individual models 
such as SER and STT. To conclude, transfer learning model have 
improved the classification accuracy compared to traditional ML models 
for imbalanced data sample dataset using combination of diffusion 
tensor and kurtosis quantitative indices and their reliability under 
test–retest conditions. 
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